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Sensitivity and data processing speed are important in spectral domain Optical Coherence
Tomography (SD-OCT) system. To get a higher sensitivity, zero-padding interpolation together
with linear interpolation is commonly used to re-sample the interference data in SD-OCT, which
limits the data processing speed. Recently, a time-domain interpolation for SD-OCT was
proposed. By eliminating the huge Fast Fourier Transform Algorithm (FFT) operations, the
operation number of the time-domain interpolation is much less than that of the zero-padding
interpolation. In this paper, a numerical simulation is performed to evaluate the computational
complexity and the interpolation accuracy. More than six times acceleration is obtained. At the
same time, the normalized mean square error (NMSE) results show that the time-domain in-
terpolation method with cut-o® length L ¼ 21 and L ¼ 31 can improve about 1.7 dB and 2.1 dB
when the distance mismatch is 2.4mm than that of zero-padding interpolation method with
padding times M ¼ 4, respectively. Furthermore, this method can be applied the parallel
arithmetic processing because only the data in the cut-o® window is processed. By using Graphics
Processing Unit (GPU) with compute uni¯ed device architecture (CUDA) program model, a
frame (400 A-lines � 2048 pixels � 12 bits) data can be processed in 6 ms and the processing
capability can be achieved 164,000 line/s for 1024-OCT and 71,000 line/s for 2048-OCT when the
cut-o® length is 21. Thus, a high-sensitivity and ultra-high data processing SD-OCT is realized.
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1. Introduction

Optical coherence tomography (OCT) is a non-
invasive, cross-sectional optical imaging technique
that allows for high-resolution, cross-sectional
tomography imaging of the internal microstructure
in materials and biological systems of backscatter or
backre°ected samples.1�6 The ¯rst OCT is called
Time Domain OCT (TD-OCT), in which low
coherence interferometer with the scanning optical
delay lines (ODLs) was used. An ameliorative mo-
dality called Fourier-domain OCT (FD-OCT)
became more popular than TD-OCT owing to its
signi¯cant advantages in imaging speed and detec-
tion sensitivity.4,5 FD-OCT can be implemented by
a swept laser source (swept source OCT, SS-OCT)
or spectrometer-based system (Spectral Domain
OCT, SD-OCT).5,7�9 In SD-OCT systems, the
depth information of sample is encoded into time-
of-°ight of the backscattered light and decoded by
means of time cross-correlation with the original
light.6 The interference light is detected by a line-
scan camera. And then, the structure information of
samples can be obtained by the data-processing the
acquired interference signal. Comparing to other
OCT techniques, SD-OCT is more simple and cost-
saving, making SD-OCT an actively researched
topic.4

Generally, both imaging speed and the imaging
quality are required in many OCT applications. For
example, some biological applications require real-
time or even higher speed imaging. The high ima-
ging speed can signi¯cantly reduce the motion
artifacts and increase sampling density.10,11 With
the development of the linescan camera, the spectra
acquisition speed can reach 312,500 lines/s, much
faster than the data-processing speed that can be
reached by the personal computer.12

Several resolutions have been applied to realize
real-time data processing for OCT. Real-time opti-
cal coherence tomography processing is realized by
using digital signal processing (DSP) or ¯eld-pro-
grammable gate-based array (FPGA).13�15 But it
would increase the system complexity and cost
because additional hardware inclusions are needed.
A real-time swept source polarization-sensitive
OCT system by using OpenMP model has been
reported,16 but it is not suitable for a nonlinear-k
space spectrometer needed in SD-OCT.

Recent advances in GPU provide a new way
for parallel computation.17,18 The computation

capability of the GPU is now 10 times than that of
the Central processing units (CPU).17,18 With the
compute-uni¯ed device architecture (CUDA) pro-
gram model, the powerful GPU can be handled
easily. The processing time of the SD-OCT system
can be accelerated by the help of this tool.19�21 A
real-time four-dimensional (4D) signal processing
and visualization using GPUs on a regular non-
linear-k Fourier-domain OCT system is reported.20

They proposed a GPU accelerated linear spline
interpolation (LSI) for �-to-k resampling. The
interpolation speed is more than 3,000,000 line/s for
1024-pixel OCT and more than 1,400,000 line/s for
2048-pixel OCT. But the LSI is not a good approach
to improve the signal-to-noise ratio (SNR) of the
OCT system. It is because that the k and � have an
inverse relationship of k ¼ 2�=� and �k ¼ 2���=�2.
So, the spectra in spectrometer must be nonlinearly
resampled.22 But the frequency oscillation period in
spectrometer can be as small as two pixels, and any
local interpolation scheme such as cubic spline is
bound to fail.23 Thus, zero-padding interpolation
together with linear interpolation is commonly used
in SD-OCT data resampling process.12,23�25 How-
ever, this method greatly reduces the signal pro-
cessing speed of the OCT system because of the
huge FFT and logic operations, which has became a
bottleneck of the high-sensitivity OCT system. A
real-time processing system with zero-padding
interpolation using multiple GPU was proposed.21

The computing times for 2048 axial pixels � 1024
lateral A-lines were 26.88ms and 14.75ms by using
a single GPU and dual GPUs, respectively. But all
the data in one A-line are needed to get a point of
resampled data in zero-padding interpolation. So it
is not suitable for parallel algorithm. Furthermore,
the interpolation interval in zero-padding is ¯xed.
So, a linear interpolation must be appended to get
the interference of an accurate wave number, which
signi¯cantly reduces the interpolation accuracy.

A time-domain interpolation based on zero-
padding has been reported recently.2 This method
can reduce a lot of processing time while it also gets
better SNR comparing to the commonly used zero-
padding method. The time-domain interpolation is
performed by convoluting the interference data
sequence and the cut-o® coe±cient in the time
domain.2 Thus, the interpolation processing only
needs the interference data and the coe±cient in the
cut-o® window, which have a loose relation with the
whole data. So the whole processing of this method
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can be run in parallel. Therefore, GPU can be
applied to accelerate the data processing. A high
processing speed and high interpolation accuracy
can be obtained by time-domain interpolation
method. An ultra-high sensitivity and high data
processing SD-OCT is realized.

This paper is structured as follows: In Sec. 2 the
detail deduction of the proposed interpolation is
presented. A cut-o® window is added to accelerate
the interpolation speed and its e®ect is discussed. In
order to validate the discussion in Sec. 2, the
numerical simulations are performed in Sec. 3 to
evaluate the interpolation speed and accuracy by
using the normalized mean square error (NMSE).
The NMSE of the time-domain interpolation and
the zero-padding interpolation is obtained for
comparison. In Sec. 4 a SD-OCT setup and its
data processing with CUDA model is described. The
computing time of the data processing and the
capability of the GPU are discussed. The con-
clusions of this work are drawn in Sec. 5.

2. Principle

In a SD-OCT system, the interference signal is
detected by a linescan camera. Assume that the
pixel number of the linescan camera is N in even and
the signal detected by the linescan camera can be
described as xðnÞ, n 2 ½0;N � 1�. Its frequency
sequence X½k� can be obtained by taking Discrete
Fourier Transform algorithm (DFT) to xðnÞ.
The zero-padding interpolation can be operated by
following steps:

(1) Perform DFT of real sequence xðnÞ to get a
frequency domain's sequence X½k�;

(2) Increase the frequency domain's length to M
times by zero-¯lling.

X1ði 0Þ ¼
Xði 0Þ; 0 � i 0 � N

2
� 1

0; others

Xði 0 �MN þNÞ; MN � N

2
� i 0 � MN � 1

8>><
>>:

ð1Þ

(3) Perform DFT of X1ði 0Þ to time domain and get
x1ðnÞ, where n ranges from 0 to M �N � 1.

(4) A linear interpolation is added on to reshape
x1ðnÞ from M �N length to N length.

The signal acquired by the spectrometer of the SD-
OCT is real-valued. The Fourier sequence X½k� has

the following characteristics because it is conjugate-
symmetric.

X½m� ¼ X�½ �mh iN �; ð2Þ
ImXðmÞ ¼ �ImX�ðN �mÞ;
ReXðmÞ ¼ ReX�ðN �mÞ; ð3Þ

where Im and Re are the imagery and real parts of
XðmÞ. The symbol � denotes conjugate and hmiN
denotes periodic conjugate.

In SD-OCT applications, an N-length sequence is
needed to perform FFT algorithm, so a linear
interpolation is used to get reshape x1ðnÞ from M �
N length to N length. By doing so the accuracy of
the resample processing is compromised.

In the proposed time-domain interpolation, a
point was added to get a conjugate-symmetric form
in Eq. (1).

X2ði 0Þ ¼
Xði 0Þ; 0 � i 0 � N

2
0; others

Xði 0 �MN þNÞ; MN � N

2
� i 0 � MN � 1

8>><
>>:

ð4Þ

Transform the sequence X2ði 0Þ to time-domain
by using inverse DFT. That is:

x2ðsÞ ¼
1

MN þ 1

XMN�1

i 0¼0

X2ði 0ÞW �i 0s
MN ; ð5Þ

where WMN ¼ expð�j 2�
MNÞ, x2ðsÞ is the new time

domain sequence and s range from 0 to M �N � 1.
Because a point is added into the sequence, M �
N þ 1 is needed to normalize the dataset. Referring
to Eq. (4), x2ðsÞ can be expressed as:

x2ðsÞ ¼
1

MN þ 1

XN=2

i 0¼0

X2ði 0ÞW �i 0s
MN þ 1

MN þ 1

�
XMN�1

i 0¼ðMN�N=2Þ
X2ði 0ÞW �i 0s

MN : ð6Þ

Let l ¼ i 0 �M �N and substitute it into the
second term, Eq. (6) can be expressed as:

x2ðsÞ ¼
1

MN þ 1
X2ð0Þ þ

XN=2

i 0¼1

X2ði 0ÞW �i 0s
MN

0
@

þ
X�1

l¼�ðN=2Þ
X2ðlþMNÞW �ðlþMNÞs

MN

1
A: ð7Þ
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Noting that X½l� ¼ X�½h�liN �, the last term in
Eq. (7) can be deduced to:

x2ðsÞ ¼
1

MN þ 1
Xð0Þ þ

XN=2

j¼1

XðjÞW �js
MN

 

þ
XN=2

j¼1

XðN � jÞW js
MN

!
: ð8Þ

Referring to Eq. (3), Eq. (8) can be deduced to:

x2ðsÞ ¼
1

MN þ 1
Xð0Þ þ

XN=2

j¼1

XðjÞW �js
MN

 

þ
XN=2

j¼1

X �ð�jÞW js
MN

!
; ð9Þ

and then:

x2ðsÞ ¼
1

MN þ 1
Xð0Þ

þ 2

MN þ 1
Re

XN=2

j¼1

XðjÞW �js
MN

( )
: ð10Þ

Referring to the de¯nition of the DFT, Eq. (10) can
be expressed as:

x2ðsÞ ¼
1

MN þ 1

�
XN�1

n¼0

xðnÞ ð1þ 2
XN=2

j¼1

cos
2�

N
j

s

M
� n

� �( )
:

ð11Þ
Equation (11) shows that in the time-domain
interpolation, the interpolation is ful¯lled by con-
voluting the original sequence with a coe±cient.
The coe±cient only depends on M and s, where s
ranges from 0 to M �N � 1. Therefore, the par-
ameter s=M can be any decimal fraction and it
ranges from 0 toN � 1 by changingM. The position
s can be normalized to s 0 ¼ s=M by setting M ¼ 1
in Eq. (11). As the discussion above, s 0 range from 0
to N � 1. Finally, the time-domain interpolation
can be obtained:

x2ðs 0Þ ¼
1

N þ 1

�
XN�1

n¼0

xðnÞ 1þ 2
XN=2

j¼1

cos
2�

N
jðs 0 � nÞ

( )
:

ð12Þ

Equation (12) shows that the resampled data can be
obtained by a convolution in time-domain interp-
olation. This method needsN �N times' real-valued
multiplication and the complex-value's multipli-
cation in the zero-padding interpolation can be
obtained by Eq. (13). So, this method is slower than
zero-padding method if N is large

OðM ;NÞ ¼ N

2
log2N

� �
þ MN

2
log2MN: ð13Þ

To get a further result, a coe±cient formula is de¯ned
as:

Cðn; s 0Þ ¼ 1

N þ 1
1þ 2

XN=2

j¼1

cos
2�

N
jðs 0 � nÞ

 !
:

ð14Þ
So, Eq. (12) can be written as:

x2ðs 0Þ ¼
XN�1

n¼0

x1ðnÞCðn; s 0Þ: ð15Þ

Let � ¼ s 0 � n, the coe±cient de¯nition can be
deduced as:

Cð�Þ ¼ 1

N þ 1
1þ 2

XN2
j¼1

cos
2�

N
j�

� �0
@

1
A: ð16Þ

If positions s 0 is an integer, � ¼ s 0 � n is also an
integer. In this case, Eq. (16) can be expressed as:

Cð�Þ ¼ 1

N þ 1
1þ 2 sinð�2 �Þ cosð�2 �þ �

N �Þ
sinð �N �Þ

� �
;

ð17Þ
when � ¼ 0, Cð�Þ ¼ 1. Otherwise, jCð�Þj ¼ 1=
ðN þ 1Þ. It means that when s 0 are integers, they are
the original points and the points' original data
contribute mainly to interpolation, other points have
little in°uence on the interpolation and the in°uence
decreases as N increases. On the other hand, if pos-
ition s 0 is decimal, � ¼ s 0 � n is decimal too. Thus,
Eq. (16) can be expressed as

Cð�Þ¼ 1

Nþ1
1þsinð��Þcot �

N
�

� �
�2sin2 �

2
�

� �� �
;

ð18Þ
and then:

Cð�Þ¼ 1

Nþ1
þ sinð��Þcotð �N�Þ

Nþ1
�2sin2ð�2�Þ

Nþ1

ð19Þ
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The second term of Eq. (19) is a descending cotan-
gent function modulated by a sine function. Its peak
value is N=ðN þ 1Þ when � is any integer. Other-
wise, the peak value is zero. Therefore,Cð�Þ oscillate
and decrease gradually as the absolute value of
�ðj�jÞ increases.

The Cð�Þ can be calculated by a random s'
sequence. For example, Fig. 1 shows the Cð�Þ with
N ¼ 1024.

Referring to Fig. 1 andRef. 2, only a small number
range coe±cient Cð�Þ mainly contribute to the
interpolation. Therefore a narrow window can be
used to symmetrically cut-o® Cð�Þ with an accep-
table accuracy to reduce the computation time,
whose middle point is located in the interpolation
point. So the interpolation can be expressed as

x2ðs 0Þ ¼
XEnd

n¼Begin

xðnÞCðn; s 0Þ; ð20Þ

where Begin and End represent the beginning and
ending points of the cut-o® window, respectively;
End�Begin = L, with L representing the width of
the cut-o® window.

Quantitatively, the NMSE over the reconstruc-
tion window is de¯ned as:

NMSE ¼
PN�1

n¼0 jxðnÞ � x̂ðnÞj2PN�1
n¼0 jxðnÞj2 ; ð21Þ

where xðnÞ is the original sequence, x̂ðnÞ is the
sequence in the cut-o® window. Assume there is a
random sequence of s' and an N �N coe±cient

matrix can be obtained by Eq. (21). Table 1 presents
the mean NMSE obtained with di®erent N and L.

Referring to Table 1 and Ref. 2, a few points
occupy the most power of the coe±cient. Therefore,
a short-width window can be used to cut o® the
coe±cient. By doing this, the accuracy is somewhat
compromised. However, the processing time is sig-
ni¯cantly reduced. The cut-o® width L is deter-
mined by a trade-o® between the accuracy and the
computation time. Referring to Eq. (13), the zero-
padding interpolation needs 64,512 times complex
multiplication (258,048 times real multiplication) if
N ¼ 2048 andM ¼ 4. However, in the time-domain
method only N � L ¼ 22528 times real times mul-
tiplication are needed if the cut-o® width is L ¼ 11.
The computation time is reduced by more than
10 times. This would signi¯cantly speed up the
system's processing speed and reduced the compu-
tational complexity.

3. Numeric Simulation

Several interpolation methods are compared by
numerical simulation to validate the time-domain

Fig. 1. Mesh of Cð�Þ data with N ¼ 1024.

Table 1. The mean NMSE of
the cut-o® e®ect.

NMSE N ¼ 1024 N ¼ 2048

L ¼ 11 0.018561 0.0184183
L ¼ 21 0.009689 0.0096148
L ¼ 31 0.006545 0.0065043

High-Speed Spectral Domain Optical Coherence Tomography 329

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
1.

04
:3

25
-3

35
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
10

/2
4/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



interpolation. Assume that there is an interference
spectrum with a Gaussian shape, whose central
wavelength is 850 nm and the spectral pro¯le is

Ið�Þ¼100�exp � ���0

�

� �
2

� �
� 1þcos

2�

�
z

� �� �
;

ð22Þ
where � ¼ 850 nm, � ¼ 25 and z are the di®erent
distance mismatch. The spectrum's wavelengths
evenly spread from 800 nm to 900 nm, but the corre-
sponding wave numbers are not evenly spaced.
Referring to the relationship between wavelength and
wave number, the linearly wave number sequence can
be obtained by the wavelength sequence. Thus, the
interpolation can be applied by the wave number and
wavelength sequence. Numerical simulations are
performed with di®erent z, N, M and L values.

The zero-padding method cannot be directly used
to resample the data. So, a linear interpolation after
zero-padding is needed. On the other hand, the time-
domain interpolation can be performed directly.

The computing time is acquired to compare the
interpolation speed. Since the interpolation time
depends on the personal computer's capability, a
computation time reduction factor is de¯ned as R ¼
tf=tc � 1 with tf and tc the computation time for
the M ¼ 4 interpolation and the time-domain
interpolation, respectively.

Table 2 shows that the time-domain interp-
olation with all coe±cient (L ¼ NÞ is compu-
tational complexity, which consumes almost ten
times than the zero-padding method. But the cut-
o® coe±cient method can signi¯cantly reduce the
processing time. The highest reduction factor is 6.70
when the cut-o® width is 11 and N ¼ 1024. Other
factors decrease as the cut-o® width increase.

The NMSE can be applied to evaluate the
accuracy by supposing the original data and the
interpolation data as xðnÞ and x̂ðnÞ, respectively.
Figure 2 shows the NMSE results. The time-domain
interpolation with full coe±cient ðL ¼ NÞ keeps the
NMSE values stable with distance mismatch
change, much higher than that of zero-padding
method, but its computing time is larger too. The
NMSE values of the time-domain interpolation with
cut-o® window oscillate when the distance mismatch
change. The accuracy of the cut-o® coe±cient
method (L ¼ 11) is lower than that of zero-padding
method (M ¼ 4), but (L ¼ 21) and (L ¼ 31) can
improve about 1.7 dB and 2.1 dB than that of zero-
padding method (M ¼ 4) at the distance mismatch
z = 2.4 mm when N ¼ 2048, respectively. Thus, the
accuracy of time-domain interpolation increases as
the cut-o® width increasing. But the computing time
of the cut-o® coe±cient increase as cut-o® width
increasing too. So, a trade-o® between accuracy and
computing speed should be taken.

4. System Experiment

The time-domain interpolation is applied to a
SD-OCT system. The experimental setup is shown
in Fig. 3. The light source is an SLD (Superlum,
Russia, SLD 371-HP1) with a bandwidth of 45 nm
FWHM at 840 nm. The spectrometer consists of a
linescan camera (AVVIVA, SM2 CL 2014, 28KHz
at 2048 pixels), a transmission grating [Wasatch
Photonics, 1200 (lines � pairs)/mm at 830 nm], and
an achromatic lens (f ¼ 150mm). The galvo mirror
is driven by the waveform generated by a function
generation card (PCI 6122, National Instrument),
the image acquisition car (IMAQ) (PCIe 1430,

Table 2. Computing time of di®erent interpolation methods.a

N ¼ 1024 N ¼ 2048

Time (ms) R Time (ms) R

Zero-padding interpolation M ¼ 4 1.826 — 3.122 —

with linear interpolation M ¼ 2 1.007 — 1.942 —

L ¼ N 16.35 — 29.50 —

Time-domain interpolation L ¼ 11 0.237 6.70 0.414 6.54
with cut-o® coe±cient L ¼ 21 0.329 4.55 0.541 4.77

L ¼ 31 0.423 3.32 0.670 3.66

aNote : The personal computer platform: CPU: Intel Q9600 2.66GHz; memory:
2G DDR2 800; operating system: Microsoft Windows 7; Developing platform:
Microsoft Visual Studio 2005 SP1.
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National Instrument) acquire the interference data.
The spectrometer must be calibrated before using
the time-domain interpolation. The interpolation
positions can be obtained by the calibration.2,22,26,27

The interpolation accuracy can be evaluated by the
fall-o®s of the SD-OCT.2 The fall-o® of the SD-OCT
is de¯ned as:

20� log 10½absðFFTðspectrumÞÞ�: ð23Þ
The fall-o®s of the original data, the resampled data
by zero-padding interpolation (M ¼ 2 and M ¼ 4)
and the data by the proposed method (L ¼ 11, L ¼
21 and L ¼ 31) have been calculated in Ref. 2. A
maximum fall-o® improvement of �2 dB can be
measured in the deep z positions between the

proposed method (L ¼ 21) and the zero-padding
method (M ¼ 4).2 This is consistent with the
numerical simulation. So, L ¼ 21 is suitable for the
time-domain interpolation in SD-OCT.

Moreover, Eq. (19) shows that time-domain
interpolation only need a few raw data and the
coe±cient ranged in the cut-o® window to obtained
resampled data. A lot of points can be interpolated
simultaneously. Therefore, a parallel algorithm can
be applied to resample the data. This is suitable for
the architecture of the GPU. A CUDA program is
developed to accelerate the data processing of the
SD-OCT. In our system, the program only uses a
single core on a two cores GPU (NVIDIA, GeForce
GTX 295).
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The accuracy of different interpolation methods(N=2048)

Linear interpolation
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zero-padding interpolation together with linear interpolation (M=4)
time-domain interpolation with all coefficients
time-domain interpolation with cut-off coefficients(L=11)
time-domain interpolation with cut-off coefficients(L=21)
time-domain interpolation with cut-off coefficients(L=31)

Fig. 2. The accuracy of di®erent interpolation methods. The y-axis is the NMSE values by using the equation �10� log 10
(NMSE).

Fig. 3. SD-OCT setup: SLD, superluminescent diode; PC, polarization controller; OI, optical isolator.
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Figure 4 shows the software architecture of the
data processing for the SD-OCT system. In order to
fully utilize the capability of the GPU, the whole
data processing including DC removal, spectrum
resampling, inverse Fourier transform and image
mapping, can be processed on GPU after transfer-
ring the needed data to GPU; Fbð�Þ is the DC
component of the SD-OCT system, which can be
obtained by averaging the spectral within an indi-
vidual B scan.28 Because coe±cient Cðn; sÞ is inde-
pendent of the acquired data, it can be computed
and stored before system operating. Three steps are
performed to obtain C(n; sÞ.2
(1) The spectrometer must be calibrated by a

standard calibration source before the system
operating, obtaining a wavelength sequence
corresponding to CCD pixels. This wavelength
sequence is evenly spaced in � space.

(2) A wave number sequence is obtained by
the wavelength. This wave number sequence is
linear spaced in k space.

(3) A virtual position is obtained by mapping the
wave number sequence to the CCD pixels. And
then the coe±cient Cðn; sÞ is computed by
Eq. (16).

The DC removed interference signal Fsð�Þ is
obtained by subtracting Fbð�Þ from F ð�Þ. And then,
the time domain interpolation method is applied to
resample the signal by convoluting the interference
data Fsð�Þ and coe±cient Cðn; sÞ. Hence, the linear
wave number data sequence F ðkÞ is obtained.
Finally, an image map processing is applied to get
the B-scan image after the FFT operation.

An experiment is performed to test the proces-
sing capability of the GPU. The computing time
includes the time of acquire data transfer from CPU
to GPU, DC removal, spectrum resampling, inverse
Fourier transform, image mapping and image data
transfer from GPU to CPU. Figure 5 shows the
results. It can be seen as a linear increase as the
A-scan lines increase. Theoretically, the processing
capability can be achieved 164,000 line/s for 1024
pixel OCT (1024-OCT) and 71,000 line/s for 2048
pixel OCT (2048-OCT) when the cut-o® length is
21. A higher processing capability can be achieved
226,000 line/s for 1024-OCT and 104,000 line/s for
2048-OCT when the cut-o® length is 11. But this
speed is fast enough for the current linescan camera.
It should be noted that the CPU and the GPU used
in this system are not the professional devices. The

IMAQ

Page-locked 

memory

Page-locked 

memory

Display 

Host memory

CPU

Fb(λ)

Fs(λ) F(k) f (k)

ImageC(n,s)

Ä
F(λ)

FFT

Sum and average GPU

Fig. 4. Software architecture of the data processing for the
SD-OCT system.
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Fig. 5. GPU computing time of di®erent parameters. The personal computer platform: CPU, Intel Q9600 2.66GHz; memory 2G
DDR2 800; GPU, NVIDIA GTX 295.
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speed would be faster if the two cores are used or
multiple GPUs are used.

A comparison of signal processing speed between
the time-domain interpolation and the zero-padding
is performed. A frame data (400 A-lines � 2048
pixels � 12 bits) is acquired and processed on GPU
and CPU, respectively. Table 3 shows the results.
The data processing time of the time-domain
interpolation with cut-o® coe±cient method
(L ¼ 21) on GPU can be ¯nished in 5.46ms, much

less than that on CPU. Moreover, the factor R of
the time-domain methods is larger than that of the
zero-padding method, which means that it is more
suitable for parallel algorithm.

A ¯nger has been scanned to validate the results.
The scan frame of FD-OCT system is set to 800
A-lines � 2048 pixels � 12 bits and 400 A-lines �
2048 pixels � 12 bits, respectively. The cut-o®
width is set to 21. The corresponding frame rates
are 20 frames per second and 40 frames per second,
which is limited by the speed of the galvo mirror.
Figure 6 shows the imaging results.

5. Conclusion

In this article, the essential steps of time-domain
interpolation are discussed. A numerical simulation
has been performed to compare the interpolation
accuracy of the time-domain method and the zero-
padding method. The time-domain interpolation
reduced the interpolation position error by elim-
inating the linear interpolation, resulting in higher
interpolation accuracy. The numerical simulation
results shows that the cut-o® coe±cient method
(L ¼ 21) obtain about 1.7 dB accuracy improve-
ment in the large distance mismatch than that of
zero-padding interpolation method. This result
matches the improvement reported in Ref. 2.
Additionally, the time-domain method bypasses the
huge FFT operations and interpolates data in time
domain, obtaining higher interpolation speed than
zero-padding interpolation method. The processing
speed of the proposed method can accelerate more
than three times than that of zero-padding interp-
olation method. Thus, it can realize a balance
between the interpolation accuracy and the interp-
olation speed. Furthermore, the time-domain
interpolation can be performed in parallel because
the interpolation only relates to the coe±cient and
the data range in the cut o® window. In order to
make use of this advantage, a CUDA program is
developed on GPU to accelerate the processing
speed, reducing the data processing time greatly.
The experiment result shows that the processing
time can be reached more than 164,000 line/s for
1024-OCT and 71,000 line/s for 2048-OCT when
the cut-o® length is 21 and 226,000 line/s for 1024-
OCT and 104,000 line/s for 2048-OCT when the
cut-o® length is 11. These speeds are much faster
than the acquisition speed of the linescan camera.

Table 3. Data processing time of di®erent methods.

GPU(ms) CPU(ms) Ra

Zero-Padding (M ¼ 4) 15.01 326 20.72
Cut-o® coe±cient method (L ¼ 11) 3.58 134 36.43
Cut-o® coe±cient method (L ¼ 21) 5.46 150 26.47
Cut-o® coe±cient method (L ¼ 31) 6.83 197 32.79

aNote : R ¼ tf=tc � 1, with tf and tc the data processing time
on CPU and the data processing time on GPU, respectively.

(a)

(b)

Fig. 6. Structure images of ¯nger skin; (a) 800 A-lines � 2048
pixels � 12 bits; (b) 400 A-lines � 2048 pixels � 12 bits.
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An experiment is performed to acquire a frame data
and process on GPU and CPU, respectively. The
speed-up ratio shows that the time-domain interp-
olation is more suitable for parallel computing than
the zero-padding interpolation method. In con-
clusion, the time-domain interpolation is a high-
accuracy, high-processing speed and high-parallel
computing ratio interpolation method. Hence, a
high-sensitivity and high-speed data processing for
nonlinear-K spectrometer SD-OCT can be realized
by this time-domain interpolation.
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